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Figure 1: Left: Global parametrization withcontinuousrigid transitions; notice the mismatch of the depicted isolines across the red cuts.
Right: Global parametrization withquantized(or integral) transitions computed robustly and ef�ciently by our method.

Abstract

Global surface parametrization often requires the use of cuts or
charts due to non-trivial topology. In recent years a focus has been
on so-calledseamlessparametrizations, where the transition func-
tions across the cuts are rigid transformations with a rotation about
some multiple of90� . Of particular interest, e.g. for quadrilateral
meshing, paneling, or texturing, are those instances where in addi-
tion the translational part of these transitions is integral (or more
generally: quantized). We show that �nding not even the opti-
mal, but just an arbitrary valid quantization (one that does not im-
ply parametric degeneracies), is a complex combinatorial problem.
We present a novel method that allows us to solve it, i.e. to �nd
valid as well as good quality quantizations. It is based on an orig-
inal approach to quickly construct solutions to linear Diophantine
equation systems, exploiting the speci�c geometric nature of the
parametrization problem. We thereby largely outperform the state-
of-the-art, sometimes by several orders of magnitude.
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1 Introduction

The parametrization of surfaces is one of the basic tools used in
countless Computer Graphics and Geometry Processing applica-

� e-mail:(campenjbommesjkobbelt)@cs.rwth-aachen.de

tions [Floater and Hormann 2005]. Of particular interest areglobal
parametrizations that cover the entire surface. Unless the surface is
of disc topology, such global parametrizations overR2 inevitably
need to consist ofcharts(or a single chart), with non-identity tran-
sitions across thecuts [Sorkine et al. 2002; Gu et al. 2002; Lévy
et al. 2002; Dong et al. 2006], because the surface is not globally
homeomorphic to a subset of the plane.
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Seamless Parametrization

In recent years a focus has been on parametrizations where the tran-
sition functions across the cuts are not arbitrary but of a very re-
stricted class: rigid transformations with a rotation angle of some
multiple of 90� – sometimes termedseamlessparametrizations
[Myles and Zorin 2012; Purnomo et al. 2004] (cf. Figure 2 middle).
Such transitions imply that thesingularitiesof the parametrization
are of a very speci�c type: the Gaussian curvature of the induced
metric is a multiple of�

2 at every singularity. For most applica-
tion scenarios of such seamless parametrizations it is necessary that
in addition the translational part of these transitions is integral (or,
almost equivalently, the singularities have integer parameters) (cf.
Figure 2 right). More generally we can speak ofquantizedtrans-
lations or parameters, which are integer up to some global fac-
tor. Such parametrizations are sometimes calledinteger-grid maps
[Bommes et al. 2013b]. They are important for quadrilateral mesh-
ing [Kälberer et al. 2007; Bommes et al. 2009; Pietroni et al. 2011;
Li et al. 2011; Bommes et al. 2013b; Campen and Kobbelt 2014b;
Panozzo et al. 2014; Ebke et al. 2014] and paneling [Liu et al. 2011;
Pietroni et al. 2015], as well as high-quality texturing [Ray et al.
2010].

Figure 2: Behavior of various classes of parametrizations across
cuts (red). Left: arbitrary transitions. Middle: so-called “seam-
less” parametrization with rigid transitions with rotational conti-
nuity across the cut. Right: quantized, integral parametrization.
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While a number of powerful methods for the generation ofcontin-
uousseamless parametrizations has been presented during the last
decade, most notably by Myles et al. [2012; 2013; 2014] and as
a component of quadrilateral meshing techniques [Kälberer et al.
2007; Bommes et al. 2009], the issue of quantization has not yet
been addressed to a satisfactory level.

Integral Parametrization

At �rst sight quantization may seem like a trivial problem: just
compute a seamless parametrization, round (or quantize) its con-
tinuous translations, and re-optimize the parametrization with the
translation variables constrained to these rounded values. Unfortu-
nately, the translations are not mutually independent, and they are
coupled with the singularity parameters. Hence, simply rounding
to the closest integers can lead to infeasibility of the constrained
problem as well as to degeneracies in the resulting parametrization
due to singularities forced to collapse in parameter space (cf. Fig-
ure 3). While the �rst problem can be solved by determining a set
of independent variables, the latter problem is much more severe.

In previous work, three different strategies have been followed for
parametrization quantization:

� Direct Rounding [K̈alberer et al. 2007]

� Iterative Rounding [Bommes et al. 2009]

� Branch-and-Bound Rounding [Bommes et al. 2013b]

Direct Rounding rounds independent variables of a continuous so-
lution to integers and then re-solves the parametrization optimiza-
tion system with these variables �xed. Note that in this case the
parametrization problem needs to be solved twice.

Iterative Rounding rounds the variables one-by-one, each time re-
solving the system with an increasing number of variables �xed.
Note that here the parametrization problem needs to be solvedn +1
times, wheren is the number of integer variables. This typically
leads to lower distortion in the �nal result [Bommes et al. 2013a].
Both methods take no measures to prevent singularities from col-
lapsing. Hence, especially when the quantization is performed to a
coarse scale, there is a signi�cant risk that the �nal parametrization
will be degenerate – or infeasible, if anti-degeneracy constraints
[Lipman 2012; Bommes et al. 2013b] are employed. In other
words: these quantization methods are non-robust.

Branch-and-Bound Rounding is more powerful. It does not de-
termine just one quantization but explores virtually all possible dis-
crete variable assignments. Note that here the worst case asymp-
totic complexity is exponential in the number of discrete variables.
By checking the individual resulting parametrizations for degen-
eracies it is possible to determine a valid quantization, as well as
(in theory) ultimately the optimal one. The employed general pur-
pose solver is unaware of the geometric nature of the problem and

Figure 3: Nä�ve rounding to integral transitions does easily force
singularities to collapse in parameter space. No regular, locally in-
jective parametrization can then be obtained, because degenerate
or inverted elements are implied. This, for instance, leads to broken
isolines (black), non-four-sided isoline-polygons, etc., in the vicin-
ity of singularities on the surface (red and blue).

the implications of its internal optimization steps (cf. Section 3.4).
To achieve practical performance thus an extreme-decimation tech-
nique and simpli�cation heuristics [Bommes et al. 2013b] were
proposed to reduce complexity for a signi�cant speed-up, at the
expense of weakening the notion of optimality. Still, for problem
instances with some hundred singularities it can take hours or days
until a valid solution is found.

1.1 Contribution

We present a novel technique to generate valid quantizations, thus
integral global parametrizations. In contrast to Direct Rounding
and Iterative Rounding, it is guaranteed to yieldvalid results, i.e. it
addresses the inherent robustness issue of these approaches. Com-
pared to Branch-and-Bound Rounding, results of similar quality are
obtained in a fraction of the time required, i.e. the performance
issue of this approach is addressed. In complex instances with
thousands of singularities, our technique yields high quality results
within minutes, while Branch-and-Bound Rounding typically does
not �nd any valid solution even after 24h of allotted run time.

1.2 Outline

In Sections 3 and 4 we introduce the formal background and moti-
vate our approach. In Section 5 then the fundamental data structures
are introduced, before the core of the actual quantization algorithm
follows in Section 6. In Section 7 we describe how the �nal in-
tegral parametrization is obtained, evaluate and compare results in
Section 8, and discuss extensions and broader applicability in Sec-
tions 9 and 10.

2 Related Work

Besides the global parametrization methods already discussed in
the previous section, which areunstructuredin the sense that ar-
bitrary cut graphs are used, there are a number ofstructuredap-
proaches, which rely on speci�c classes of cut graphs, in particular
chart layouts with triangular [Khodakovsky et al. 2003; Pietroni
et al. 2010; Guskov et al. 2000] or quadrilateral [Eck and Hoppe
1996; Purnomo et al. 2004; Dong et al. 2006; Zhang et al. 2010;
Tarini et al. 2011; Campen and Kobbelt 2014b] regions. Methods
which use cuts without restrictions on the transitions (e.g. [Sorkine
et al. 2002; Ĺevy et al. 2002]) are less related.

The quad layout based variants particularly lend themselves to
(continuous) seamless parametrization. Even the quantization prob-
lem is quite easily solved in these cases (the reasons are elucidated
in Section 10.1), however, at the cost of �rst having to construct the
quad layout. Unfortunately, doing this in such a way that the layout
allows for a high-quality parametrization is a very intricate problem
in itself [Campen et al. 2012; Campen and Kobbelt 2014a], appar-
ently not less complicated than the problem we address here. In
fact, a recent proposal for quad layout generation was to derive the
layout from a coarsely quantized global parametrization [Bommes
et al. 2013b].

Non-conforming layouts (i.e. chart layouts with T-junctions) have
also been used for global parametrization purposes. The regions
can be quadrilateral [Bommes et al. 2008; Myles et al. 2010] or of
more general shape [Tong et al. 2006]. We discuss the problem of
quantizing such T-mesh based parametrizations in Section 10.1.

A way to parameterize surfaces of arbitrary topology without the
need for explicit cuts is to use so-calledperiodic parametrizations
[Ray et al. 2006]. These do not directly yield a conforming grid
structure on the surface.



3 Formal Setup

3.1 Global Parametrization

We consider piecewise linear surface parametrizations. These can
be represented by(u; v)-coordinates (parameters) at each vertex
of a triangle mesh. The mesh is virtually cut along a subset of its
edges, the so-called cut-edges. Hence multiple copies of the ver-
tices along these cuts exist and carry their own(u; v)-coordinates.
Per cut-edgee a (directed) transition function� e exists, which re-
lates the(u; v) coordinates of such pairs of vertex copies:

� e(ui ; vi ) = ( uj ; vj ): (1)

De�nition 1. We say the parametrization isseamlessif for all �

� (u; v) = R r
90 � (u; v) + ( s; t); r 2 f 0; 1; 2; 3g; (s; t) 2 R2 :

The so-calledmatchingsr can be considered not to be part of the
actual parametrization problem. They are derived a priori, e.g. from
cross �elds [Kälberer et al. 2007; Bommes et al. 2009] or cone met-
rics [Myles and Zorin 2012]. Vertices at which the parametrization
needs to be singular (in particular vertices around which the match-
ings do not sum to a multiple of 4) are calledsingularities. Let their
set beS and their number ben from now on.

De�nition 2. We say the parametrization isintegral if for all �

� (u; v) = R r
90 � (u; v) + ( s; t); r 2 f 0; 1; 2; 3g; (s; t) 2 Z2

and(ui ; vi ) 2 Z2 for all i 2 S.

Note that both conditions,(s; t) 2 Z2 and(ui ; vi ) 2 Z2 , are nec-
essary; they are strongly related but not equivalent. In particular,
(s; t) 2 Z2 implies (ui ; vi ) 2 1

2 Z2 for most singularitiesi 2 S
[Ebke et al. 2013; K̈alberer et al. 2007] but it does not imply ac-
tual integrality. Vice versa, singularity parameter integrality implies
(s; t) 2 Z2 on genusg = 0 surfaces, but in general4g continuous
degrees of translation remain free.

The variables of the parametrization problem are the(u; v)-
coordinates (per vertex) and the(s; t)-translations (on cuts). Note
that this set of variables is not completely independent; for instance,
the parameters of copies of vertices at cut edges are related by mul-
tiple transitions, and singularity parameters are related to transla-
tions by �xpoint formulas [Ebke et al. 2013], implying certain inter-
dependencies. In the following we denote byz those variables (of
either kind) which need to be integral for an integral parametriza-
tion.

Based on this an energy functional to be minimized is formulated:

E(f (u; v)g; f (s; t)g) ! min; subject to (1): (2)

Our technique is oblivious to the concrete nature of this func-
tional, so, for instance, a �eld-guided parametrization energy
[Kälberer et al. 2007; Bommes et al. 2009], a least-squares con-
formal parametrization energy [Lévy et al. 2002], or an as-rigid-
as-possible parametrization energy [Myles and Zorin 2012] could
be used. We use the �eld-guided version [Bommes et al. 2009]
for our demonstrations in this paper, as it is very �exible and quite
prevalent in our targeted areas [Kälberer et al. 2007; Bommes et al.
2009; Pietroni et al. 2011; Li et al. 2011; Bommes et al. 2013b;
Ebke et al. 2014; Campen and Kobbelt 2014b; Panozzo et al. 2014;
Campen and Kobbelt 2014a; Jiang et al. 2015].

De�nition 3. A parametrization isregular if all triangles have a
positive area in parameter space.

This leads to the further constrained optimization problem

E(f (u; v)g; f (s; t)g) ! min; s.t. (1) and regularity. (3)

Under reasonable topological assumptions on the provided match-
ings1, the existence of seamless as well as integral solutions to
(3) (although not necessarily at the given input mesh resolu-
tion/discretization) is a corollary of the quadrilateral cell decom-
position existence proof by [Jucovi�c and Trenkler 1973]. In prac-
tice the discretization as well as the non-convexity of the regularity
constraints can be an issue; we discuss this aspect in Section 7.1.

3.2 Quantization

De�nition 4. A quantization � is the assignmentf zi = ci ; : : : g,
ci 2 Z, of integers to some translations and singularity parameters,
i.e. certain variables of (3). A quantization is calledconsistentif
no contradictions with respect to interdependencies of the assigned
variables are implied, i.e. if (1) is respected. If all integer degrees
of freedom are �xed, the quantization is calledcomplete, otherwise
partial . A quantization� � is calledcompletionof � if � [ � � is a
complete quantization.

With slight abuse of terminology we shall also call a parametriza-
tion which respects� a quantization. It will always be clear from
the context whether an assignment or a parametrization is meant.

As a more general form of quantization one could requireci 2 sZ
for some global constants 2 R. As this corresponds to a mere
global rescaling of the parametrization, we, w.l.o.g., restrict to inte-
gral values in the following.

Fundamental Problem: Not every consistent quantization� al-
lows for a regular parametrization, i.e.f (3) s.t.� g can be infeasible.
The quantizations obtained by Direct Rounding or Iterative Round-
ing can exhibit exactly this problem, especially in the case of coarse
quantization scales. Our method addresses the problem of �nding
quantizations for whichf (3) s.t.� g is feasible.

De�nition 5. A (complete or partial)quantization � is valid
iff f (3) subject to� g is feasible, i.e. if there exists a regular
parametrization that respects� . It is calledvalidly completable
if a completion� � exists such that� [ � � is valid.

3.3 Feasibility

Probably the most common reason for infeasibility in practice is
the parametric coincidence of singularities. If a quantization makes
two singularities coincide parametrically, this can force the mesh
region inbetween to either degenerate or partially invert, i.e. some
triangles necessarily assume a zero or negative area in parameter
space (cf. Figure 3), intuitively because there is just no room for
these triangles between the two singularities in parameter space.
As such violation of (3) is unacceptable or at least undesirable in
all known applications, such quantizations must be avoided.

Note that parametric coincidence of singularitiesi andj does not
mean(ui ; vi ) = ( uj ; vj ), because in the given setting transitions
need to be taken into account. So instead this means(ui ; vi ) =
� p (uj ; vj ), for some pathp on the surface connectingi andj . � p is
the transition alongp, i.e. the concatenation of all transitions of cut-
edges crossed by the path. As� p does not depend on the actual path
p but just on its path homotopy classc (with respect to the surface
punctured at the singularities) [Myles et al. 2010], this is equivalent
to (ui ; vi ) = � c(uj ; vj ) for some path homotopy classc.

1The Poincaŕe-Hopf theorem must be ful�lled. This is guaranteed by all
known singularity (thus matching) determination algorithms. Furthermore,
index � 1 singularities and a particular special case must be excluded: a
single pair of singularities on a genus 1 surface [Jucovi�c and Trenkler 1973].



However, the absence of such coincidences is neither a necessary,
nor known to be a suf�cient condition for feasibility. It is not nec-
essary because parametrization regularity only requires local, not
global injectivity of the parametrization. The chart(s) of a regular
seamless parametrization thus formoverlappingpolygons in pa-
rameter space [Weber and Zorin 2014].

Neglecting the possible insuf�ciency, one could think of specifying
constraints(ui ; vi ) 6= � c(uj ; vj ) for all i; j; c and providing them to
a generic solver – but these constraints are very complex in nature.
They are disjunctions of strict inequality constraints,(ui < s j ) _
(ui >s j ) _ (vi <t j ) _ (vi >t j ), where(sj ; t j ) = � c(uj ; vj ), and
thus are non-convex. This and the fact that in general there are
in�nitely many path homotopy classesc precludes this approach.

The singularity spacerstrategy employed by Bommes et al.
[2013b] can be interpreted as a strong simpli�cation using two
heuristics: one to select only a small �nite subset of these con-
straints, and one to choose one of the four disjuncts, thus making
the constraints convex. Due to the �rst heuristic it does not prevent
all invalid quantizations from arising during optimization, and the
second excludes a subset of the valid quantizations.

3.4 Our Approach

We follow a novel approach to effectively and ef�ciently circum-
vent these problems. While previous approaches (Iterative Round-
ing, Branch-and-Bound Rounding) are conceptually based on in-
crementally building chains ofpartial quantizations

? � � 1 � � 2 � � 3 � � � � � � k ; � k complete;

our method is based on building a series of transformations between
entirelycompletequantizations

� 0 ! � 1 ! � 2 ! � 3 ! � � � ! � k ; � k valid:

This change of strategy has signi�cant implications (and ultimately
is the key to achieving ef�ciency and robustness): for an arbitrary
partial quantization we are not aware of any polynomial time al-
gorithm to decide whether it is validly completable. Previous ap-
proaches are thus essentially “in blind �ight” during the chain build-
ing – in the worst case only in the very end (in case of a branching
strategy: at a leaf of the branch tree) invalidity can be recognized.

By operating within the class of complete quantizations only, we
get rid of this complication: only the validity of complete quanti-
zations, not the valid-completability of partial quantizations is of
concern. We will see that, by performing a change of variables,
one can decide this validity of a class of complete quantizations
in empirically linear time. This ultimately allows us to transform
one (valid) complete quantization into another in quasilinear time,
making building the series of transformations very ef�cient.

Method Overview

1. Solve (3) to obtain seamless parametrizationP .

2. Construct valid complete quantization� guided byP :

(a) Extract motorcycle graphT of P .

(b) Evolve the quantization� usingT 's Hilbert basis.

3. Solvef (3) s.t.� g to obtain quantized parametrization.

Steps 1 and 3 are based on previous work and described in Sec-
tion 7. The actual quantization is performed in step 2. Section 4
motivates the choice of the so-called motorcycle graph as underly-
ing structure, Sections 5 deals with step 2(a), i.e. its construction as
well as its properties, and Section 6 describes the central step 2(b).

4 Differential Parameters

Imagine an arbitrary embedded directed graph on the surface, hav-
ing the singularities as nodes, connecting all of them. Each edge of

i

j

(� u ijc ; � v ijc )

c

the graph can be identi�ed with a
tuple (i; j; c ), representing its start
nodei , its end nodej , and the path
homotopy classc it belongs to. We
can assign to each edge a vector
(� uijc ; � vijc ), whose function is
specifying the parametric difference
betweeni andj . Fixing(u0 ; v0) = 0
and using the de�nition

(uj ; vj ) = � c(ui ; vi )+(� uijc ; � vijc )

thesedifferential parameters(� uijc ; � vijc ) obviously imply all
singularity parameters (assuming there are no contradictions). If
the graph includes (undirected) cycles which generate the surface's
fundamental group, also all translations are implied, i.e. the addi-
tional 4g degrees of freedom (cf. Section 3.1) are �xed. If the dif-
ferential parameters are integral, so are all the singularity param-
eters and translations. Therefore, we can quantize the differential
parameters instead. Note that depending on the choice of graph the
number of edges can be betweenmax(0; n � 1) + 2 g (a spanning
tree of then singularities and2g homology basis loops) and in�nite
(because of in�nitely many homotopy classesc).

The motivation to use these differential parameters is the following:
with the right choice of graph structure we enable the design of
an ef�cient test for quantization validity. The key is choosing a
graph that forms a cell decomposition of the surface, i.e. its edges
do not intersect (only at the nodes) and each cell is homeomorphic
to a disc. The vectors(� uijc ; � vijc ) of the edges bounding a cell
then form a polygon in parameter space (after transformation into a
common chart, if necessary).

To get a �rst idea of the bene�cial implications of this, assume that
all these vectors are non-zero and all these polygons are simple and
have positive signed area. Then all singularities are separated and
one can conclude that the quantization is valid: each surface cell
can regularly be mapped to its polygon, and the union of these maps
provides a witness parametrization (not necessarily linear per trian-
gle) which demonstrates feasibility.

The situation gets particularly simple when we construct the graph
such that the(� uijc ; � vijc ), by construction, form axis-aligned
rectangles instead of arbitrary polygons: they are always convex,
thus simple, and their orientation can be controlled easily through
the signs of their height and width. To enable such cells we allow
the graph to contain additional nodes besides the singularities. Note
that in this case a quantization can be valid even if some differen-
tial parameters are zero and polygons degenerate – as long as the
singularities are separated bysomepositive polygons.

5 T-Mesh

The particular type of embedded graph we consider is the edge
graph of a so-calledT-mesh, an arbitrary non-conforming partition
of the surface into four-sided cells, whose nodes include (but are
not restricted to) the singularities.

As we want to restrict to axis-aligned rectangles in parameter space,
there is no need to assign a differentialtuple (� ue; � ve) to each
edgee; one differential parameter, denotedxe, suf�ces. It can in-
tuitively be understood as theparametric lengthof e. In order to
restrict to non-negative signed area, we orient all edges such that
the constraintsxe � 0 imply this. It will later become clear that



a restriction toxe > 0 (while it would simplify the matter) would
often exclude the quantizations of highest quality.

As x (the set of all differential parametersxe) impliesz (the integer
variables of the integral parametrization problem), an assignment of
integer values tox can be called quantization as well.

Due to the non-negativity constraints onx, the assigned directions
of the T-mesh edges imply a partial ordering of the graph nodes
in parameter space a priori. To not let this impair the quality of
the quantizations that can be obtained, the T-mesh should be con-
structed in such a way that for each edge the directional choice is
natural and unlikely to preclude any good quantization.

5.1 Motorcycle Graph

To this end we construct the T-mesh graph directly based on the
continuous parametrization that is to be quantized. We solve (3) (cf.
Section 7) to obtain a continuous, seamless parametrization, and ex-
tract this parametrization'smotorcycle graphT (cf. Figure 4). Its
construction has been described for the discrete case (quad mesh)
by Eppstein et al. [2008], and it can analogously be constructed
by tracing parametrization isolines (separatrices) instead of quad
mesh edges, starting from the singularities of the parametrization.
We use sanitization and tracing algorithms as described by Ebke et
al. [2013] to perform the tracing in a numerically robust manner.
If there are no singularities, one arbitrary, regular starting point is
picked.T is known to be a cell decomposition of the surface [Epp-
stein et al. 2008].

Each edge of this graph is in line with either the parametricu- or
v-direction of the optimal continuous parametrization., i.e. we can
orient it in positive parametric direction in a natural manner.

It is important to realize that we only make use ofT 's topological
structure – its geometric embedding (as shown in Figure 4) is of no
concern. In particular will the �nal quantized parametrization (cf.
Section 7) not be forced to align to the edges ofT on the surface
in any way. We also note that, whileT is not of minimal size (cf.
Section 4), the number of its nodes and edges still is onlyO(n)
[Eppstein et al. 2008].

Figure 4: Motorcycle graph T-mesh obtained from a continuous
seamless parametrization. The black graph edges emanate from
the parametrization's singularities (red and blue) and end in a T-
junction (or, rarely, in a cross-junction or at another singularity).

5.2 Checking Validity on a T-Mesh

Assume a complete assignment ofx-values to the edges ofT is
given. To decide whether this quantization is valid, we exploit
the fact thatT forms a cell decomposition and each cell has non-
negative dimensions. Conceptually, for a singularityi we consider
the setP 0(i ) of cells ofT which have zero distance (in terms of the
cell dimensions speci�ed byx) to i . Notice that only a singularity
j incident to a cell fromP 0(i ) can be unseparated fromi , violating
validity. Due to non-negative cell dimensions,P 0(i ) is a connected
region and all incident edges can thus be conquered locally, using a
graph search starting fromi .

To get an idea of this process, consider a nodew1 of T and an in-
cident edgee, its other incident node beingw2 . Assume (w.l.o.g.)
thate is an edge aligned to theu-direction atw1 . Thenw2 has para-
metric difference(� xe; 0) (in w1 's local system) fromw1 alonge.

(xe; � x f ) ( xe; 0)

w3 w2

w1

e

f

The sign depends on whether we move
with (+ ) or against (� ) e's direction. Now
consider following another edgef incident
to w2 , ending atw3 . Thenw3 has differ-
ence(� xe � x f ; 0) or (� xe; � x f ) from
w1 , depending on whetherf is a straight
extension ofe, or a left or right turn is made
from e to f . (Note that at a singular node “straight” is not well-
de�ned, but this case will not be of interest in the following).

Because the motorcycle graph forms a subdivision of the param-
eter space into axis-aligned convex cells, there exists a weakly-
u-monotone or weakly-v-monotone path between every pair of
nodes [Dumitrescu et al. 2013]. Weakly-u=v-monotone means that
the u=v-coordinate of the difference never decreases (or never in-
creases) as we follow the path from node to node. For our case
(being only interested inP 0) this implies that it suf�ces to consider
paths along which one of the two coordinates of the accumulated
parametric difference always stays zero.

We exploit this when exploring the paths ofP 0 using a breadth-
�rst graph search: paths which started, e.g., with moving along a

i

j ku-edge with its direction are
never extended by walking
alongu-edgesagainsttheir di-
rection. Due to the monotony
property, we can stop at nodes
where both coordinates be-
come non-zero. Furthermore,
if one of the coordinates is
non-zero at a node, it is not
necessary to move along edges
which bring it even further away from zero, unless there is no other
edge to choose. In this way the search is restricted to the edges in
theP 0 region. The inset illustrates theP 0-region (grey) of singular-
ity i and two exemplary paths (red and blue) potentially followed,
reaching singularitiesj andk with difference(0; 0).

We perform this search from each singularity. If in any case a sin-
gularity is reached with zero parametric distance, we conclude that
the quantization is invalid. Otherwise, it is valid.

It is not easy to derive a tight asymptotic complexity bound for
this algorithm. O(n2) is easy to show, because the graph search
is in classO(n) and executedn times. In the case of allxe being
positive, the complexity isO(n). In the case of allxe being zero
it is O(n) as well (the �rst search already provides the answer).
Empirical observations indicate an overall linear behavior also for
in-between cases.



5.3 Differential Parameter System

As T is not a minimal graph, there are certain interdependencies be-
tween the associated differential parameters, i.e. certain consistency
conditions must be met. For each cell ofT we have the consistency
conditions that the parametric lengths of the edges on opposite sides
S0 andS2 as well asS1 andS3 sum up to the same value, i.e.

X

e2 S0

xe =
X

e02 S2

xe0;
X

e2 S1

xe =
X

e02 S3

xe0: (4)

These equations form an underdetermined, homogeneous linear
Diophantine equation systemE (two rows per cell, one column per
edge ofT ) of the general form

Ax = 0 ; x i 2 Z � 0: (5)

Any solution to this equation system is a consistent complete quan-
tization (a consistent assignment of integer values to all discrete
variables, our differential parametersx). In general, �nding the
nontrivial solutions, even without consideration of conditions re-
garding validity and the optimization objective, is an NP-complete
problem [Toḿas and Filgueiras 1997]. Fortunately our system has
certain speci�c properties (its coef�cients are fromf� 1; 0; 1g only,
each column contains exactly two non-zeroes – or one, if bound-
aries are present, cf. Section 9) which we will exploit in the follow-
ing to overcome this. The geometric T-mesh-based interpretation
of the system will prove to be very helpful to develop an intuitive
understanding of the involved concepts and algorithms.

Obviously, the trivial quantizationx = 0 is a solution to this sys-
tem, but we are clearly not interested in this one (besides being
implausible, it is invalid). One can show that every T-mesh per-
mits a solutionx 6= 0 (cf. Appendix A.1). Furthermore one can
show that every T-mesh whose edges lie on separatrices of a seam-
less parametrization (like our motorcycle graphT , by construction)
permits a solution where everyx i > 0 (cf. Appendix A.2). The
existence of one such solution of course implies the existence of in-
�nitely many solutions (e.g. integer multiples of this solution). Of
all solutions we are interested in the ones which are valid and allow
for quantized parametrizations which are good with respect to the
objectiveE. We will thus let the unquantized minimizer ofE guide
the solution �nding process described in the following section.

6 Quantization

We are interested in a consistent quantization which in addition
is valid. Being consistent means obeying (5). The space of so-
lutions to (5) is a monoid; each solution (i.e. each consistent
complete quantization)x can be written as a linear combination
x = a1v1 + � � � + am vm , with non-negative integer coef�cients
ai 2 Z � 0 , of a (unique) set ofgenerating vectors(also called ex-
tremal rays or Hilbert basis)f v0 ; : : : ; vm g [Rockafellar 1970]. Be-
cause in general the monoid is not free, the numberm of generating
vectors can be exponential in the dimension of the system [Tomás
and Filgueiras 1997].

Even though our equation systems do have a restricted structure,
experiments revealed that the number of generating vectors often is
so large that they could not even be kept in main memory. Corre-
spondigly, their computation [No�zi�cka et al. 1974; Schilling et al.
2000] is very time consuming for anything but the simplest models.

6.1 Algorithm Overview

To avoid these problems, we follow the strategy of constructing
individual generating vectorsvi on demand and adjusting their co-
ef�cients ai in the linear combination, transforming one consistent
complete quantization into another.

This raises a number of questions: which quantization to start with,
which vi to construct next (and how), how to adjustai then? And
how to do this such that the �nal quantization is guaranteed to be
valid, and close to the unquantized minimizer ofE?

We start with the trivial solution, i.e.ai = 0 ; 8i , implying a con-
sistent complete quantization� 0 – which, however, is invalid and
of bad quality. Considering that validity is a hard constraint and
parametrization quality a soft goal, we then follow a two-stage ap-
proach giving validity the appropriate priority:

� Stage I: Iteratively transform the invalid complete� 0 into a
valid complete quantization� j .

� Stage II: Iteratively transform the valid complete� j into a
valid complete quantization� k with better quality.

In both stages we con�ne all transformations to the space of con-
sistent complete quantizations. Furthermore, in the second stage
we restrict all transformations to the space of valid quantizations,
thereby guaranteeing a valid result.

Note that in order to stay within the space of consistent quantiza-
tions, we cannot simply alter the value of one variable to transform
one quantization into another one: the smallest possible differences
between two consistent quantizations are the generating vectors!

We proceed in a greedy, edge-centric manner: we select the T-mesh
edgee whose current value is (in a yet to be de�ned sense) worst
and construct a generating vector withvi [e] 6= 0 , such that a change
of the coef�cientai by 1, corresponding to addition or subtraction
of vi to/from the current quantization, affectsx[e].

6.2 Constructing Generating Vectors

To be as �exible as possible, we would like to make small steps,
i.e. changes as small as possible. This means we would like to
construct a generating vectorv with v[e] = 1 , changingx[e] in
the smallest possible increment. Changingx[e] requires changes to
other variables to keep consistency; technically,v needs to lie in
A's nullspace. To achieve this, we projectv (with v[e] = 1 , and
0 in all other components) intoA's nullspace, with the constraint
v[e] 6= 0 (we will later see thatv[e] = 1 is a too strong constraint;
v[e] = 2 must also be permitted for certain circumstances).

We incrementally perform this projection as follows. There are two
rows,r i ; r j , in A with r i [e] = � 1 andr j [e] � 1, for all other rows
r [e] = 0 . This means the entriesi andj of Av with v[e] = 1 (and
0 otherwise) do not vanish. This can be remedied: let's consider
row r i with (w.l.o.g.) r i [e] = 1 ; there is at least one other edge
f with r i [f ] = � 1. If we additionally increasev[f ] by 1, the i -
th entry ofAv vanishes again. But there is one other rowk with
r k [f ] = � 1, so nowAv [k] 6= 0 . This process can be repeated.
If at some point we reach rowj , we have constructed a vectorv
with Av = 0 . If the cycle we made through the matrix is simple

Figure 6: Directed graphD within a single cell of T-meshT with
several T-junctions. On the left only the vertical arcs are shown
for clarity, in the middle the horizontal arcs, and on the right the
complete set of arcs. Generating vectors ofT 's constraint system
(5) correspond to elementary circuits of this graphD .
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Figure 5: Quantizations obtained after stage I and stage II for two different quantization scales (i.e. target edge lengths), depicted by quad
meshes extracted from the quantized parametrization. Note that the result of stage I is guaranteed to be valid, thus implies a regular integral
parametrization. While valid, it is partially too coarse, partially too �ne, and generally quite “twisted”. This is due to allxe being strictly
positive after stage I. This is well remedied in the �nal result of stage II.

(i.e. cannot be decomposed into multiple cycles)v is a generating
vector, otherwise it is the sum of multiple generating vectors.

For illustration, it is useful to consider a geometric interpretation of
the generating vectors. We can build a directed graphD based on
the T-meshT which models the above iteration through matrixA.
Its construction for one cell ofT is shown in Figure 6. Following an
arc in this graph corresponds to moving to an entry of opposite sign
in the same row, and moving across a node to a next arc corresponds
to moving to the one other row containing a non-zero at a speci�c
position. Therefore there is a direct correspondence between the
generating vectors of (5) and theelementary circuits(cyclic simple
directed arc paths) ofD [Johnson 1975]. To be precise, there are
two oppositely oriented circuits corresponding to one generating
vector. This is due to the existence of twoD -nodes perT -edge with
oppositely oriented incident arcs – which is necessary because in
the above algorithm a row ofA can likewise be used in two different
“directions” (from1 to � 1 or from � 1 to 1).

Note that the process is non-deterministic: in each row ofA there
can be multiple entries of opposite sign and one can be chosen ar-
bitrarily. In the graphD this corresponds to the choice of one of
the outgoing arcs of a node. This raises a question: is there always
at least one choice that leads back to rowj , terminating the proce-
dure? Or put in terms ofD : is there a circuit through each node?
This can be answered positively. It is a direct consequence of the
positive solution existence proof (cf. A.2).

Note that due to the non-determinism, the number of elementary
circuits through aT-edge (D -node)e can be exponential inn. We
use dynamic programming to select and construct agood one of
these in quasilinear time. To this end we assign weights to the edges
of T (the nodes ofD ) and �nd a cycle with minimum total weight.
Note that this amounts to a simple Dijkstra-type algorithm.

Weights The weightsw should re�ect how much we would like
an edge ofT to keep its currentx-value. This depends on the edge's
ideal lengthx ideal. This length we read from the initial continuous
parametrization (the minimizer ofE) computed for the motorcy-
cle graph construction. We generally use positive weights so as
to favor small generating vectorsv which perform only little over-
all change. We use a three-tier weighting scheme, distinguishing
between edges which are currently shorter than their ideal value,
edges which are about ideal, and edges which are currently larger
than their ideal value. Furthermore we use a different set of weights
depending on whether we intend to add (w+ ) or subtract (w� ) the
vectorv. In the case of addition, letd+ (e) = x ideal(e) � x(e), in
the case of subtractiond� (e) = x(e) � x ideal(e). Then de�ne:

w� (e) =

8
><

>:

1=(d� (e) + 1) if 1 � d� (e)
�= (d� (e) + 1) if 0 � d� (e) < 1
� 2(1 � d� (e)) if d� (e) < 0

where� is the number of edges ofT , i.e. we give strict preference to
edges which even after the addition ofv remain shorter than ideal
(case 1,w 2 (0; 1

2 ]) over edges which become longer than ideal
(case 2,w 2 ( 1

2 ; 1]� ) over edges which already are longer than ideal
(case 3,w 2 (1; 1 )� 2). We overridew� (e) = 1 if x(e) = 0 .
The choice of� accomplishes that edges of a higher tier are only
considered if no cycle in the lower tier edges exists.

Result The result is a vectorv whose entries are fromf 0; 1; 2g –
in terms ofD : a circuit which crosses each edge ofT zero, one, or
two times. An entry of2 can arise when both (oppositely directed)
nodes on oneT-edge are used by the circuit. Assume a node would
have been used multiple times; then the circuit would not be simple,
i.e. be decomposable into multiple circuits – with a lower weight
each, so the circuit is not weight-optimal, i.e. not constructed by
our algorithm. Hence, entries> 2 do not occur (and even2 is rare).

6.3 Greedy Edge Selection

To successfully perform stage I of our algorithm, we can proceed as
follows: as long as there is an edgee with x(e) = 0 , construct and
add a generating vectorv with v[e] = 1 (or 2). This trivially leads
to a valid quantization, as all differential parametersx are positive
upon termination. We process edges in order of increasing weight,
i.e. in each step we choosee = argmin ej x ( e)=0 w+ (e). Note that
one could stop the �rst stage as soon as the quantization is valid, i.e.
not allx need to become positive. The additionally required validity
check, however, makes this option slightly slower on average.

For stage II we determine the edgese+ = argmin e w+ (e) and
e� = argmin e w� (e). If w+ (e+ ) < w � (e� ) we determine a gen-
erating vectorv+ with v+ [e+ ] 6= 0 , otherwisev� with v� [e� ] 6= 0 .
We then tentatively add/subtract this vector and evaluate whether
this operation (A) preserves validity and (B) improves the overall
situation. (A) is decided using the algorithm described in Sec-
tion 5.2. (B) is measured as the sum of squared relative differ-
ences between actual value and ideal value over all edges ofT :P

e(x(e)=xideal(e) � 1)2 . If the assessment is positive, the addi-
tion/subtraction is performed. Otherwise we try the edge with the
second smallest weight, and so forth, until an improvement can be
made. Afterwards, again the edge with the smallest weight is de-
termined and this process is iterated. We terminate when no edge's
generating vector can provide any improvement anymore. Figure 5
illustrates the outcome of stage I and stage II on an example model.



7 Parametrization

For the initial seamless parametrization (3) we make use of a com-
mon �eld-guided objective [Bommes et al. 2009]. We add regu-
larity constraints [Bommes et al. 2013b], thus a solver supporting
(linear) inequality constraints is required. We use IPOPT for our
examples. Note that in our setting there are no integer variables,
i.e. the rather complex mixed integer techniques presented in these
papers are not needed – only the basic objective and the constraints.

Once a valid complete quantization� is determined, for the �nal
parametrization we strive to optimize (3) subject to� . We do this by
adding linear equality constraints to the above optimization prob-
lem, imposing the quantization:

For a pathp in T between two verticesi and j , the differential
parameters can be collected to obtain the desired distance(x; y )
betweeni andj . A constraint(ui ; vi ) = � (uj ; vj ) + ( x; y ) is then
formulated, where� is the accumulated transition (with variable
translation) collected along the path (from all mesh edges crossed
by p). In order to set up a minimal, i.e. linearly independent, set of
constraints, we compute a spanning tree of the singularities inT and
a system of loops ofT [Colin de Verdi�ere and Lazarus 2005]. This
yields a set of paths for which the above equality constraints are set
up. This gives a constraint systemC(f (u; v)g; f (s; t)g) = b, or
short:Cz = b (collecting allu; v; s; t variables in the vectorz).

Solving (3) subject to these constraints then yields the regular quan-
tized parametrization – allowing, for instance, for the extraction
of a consistent quad mesh (cf. Figure 5, right) [Ebke et al. 2013].
Optionally, postprocessing steps, e.g. for the geometric improve-
ment of the irregular vertices' positions, either based on the �nal
parametrization [Campen and Kobbelt 2014b] or on the extracted
quad mesh [Zhang et al. 2009], could be applied afterwards.

7.1 Robustness

The quantizations obtained by our approach appropriately sepa-
rate singularities in parameter space by construction. While in
general this property might not be suf�cient for validity, speci�-
cally for those quantizations we construct based on the motorcycle
graph, feasibility (possibly subject to input mesh re�nement) is eas-
ily shown constructively [Myles et al. 2014].

In practice, the triangle mesh discretization and the convexi�ca-
tion of parametrization regularity constraints [Bommes et al. 2013b;
Lipman 2012] however, can still sometimes lead to infeasibility.
These constraints are conservatively made convex based on a refer-
ence pose, and exclude not only irregular parametrizations, but any
parametrization deviating too much from the reference.

Improving upon [Bommes et al. 2013b], where an a priori �xed reg-
ularity constraint linearization is employed, we found it very help-
ful to perform adynamic re-linearizationfor the �nal parametriza-
tion. To this end, initially we do not imposeCz = b as a hard
constraint, but add the energy term� (Cz � b)2 (with a large value
� ) to the minimization objective, thereby not affecting feasibility.

Conceptually, this does not �x the singularities to speci�c (poten-
tially infeasible) parametric positions, but pulls them there as close
as possible while obeying the (linearized) regularity constraints. If
for the solutionz0 we �nd kCz0 � bk1 > " , we re-linearize the
constraints as described by Bommes et al. [2013b] (based on the
new reference pose provided byz0), and re-solve. This is iterated
until kCz0 � bk1 � " (which is not strictly guaranteed to occur),
and then a �nal solve with constraintsCz = b is performed. With
� = 10 6 and" = 10 � 4 this succeeded even for highly distorted
results like the intermediate states of stage I shown in Figure 5.

7.1.1 Guarantees

While the above re-linearization strategy proved to perform well in
our experiments, we note that there is no guarantee that this dy-
namic re-linearization always leads to a feasible parametrization
problem – in theory, the initial, unquantized parametrization prob-
lem could already be infeasible.

Very recently a method for continuous seamless global parametriza-
tion with success guarantee was presented [Myles et al. 2014]. As
our method is oblivious to and independent of the source of the ini-
tial parametrization, this method can of course be used to obtain the
initial parametrization for the T-mesh construction in Section 5.1.

To obtain strict guarantees for the �nal parametrization step, the
topological partition simpli�cation described by Myles et al. [2014]
can be employed to remove zero-cells from the T-mesh resulting
from our algorithm in Section 6. Afterwards each cell can individ-
ually be parameterized regularly, in the simplest case using Tutte's
barycentric mapping [Tutte 1963], instead of following Section 7.

8 Results

We applied our quantization strategy (quantized global
parametrization, QGP) to continuous seamless parametriza-
tions computed using part of the pipeline described by Bommes
et al. [2009] (cross �eld construction followed by continuous
parametrization, but no integer rounding) with tri-sector based
regularity constraints [Bommes et al. 2013b]. In order to evaluate
its performance, in terms of run time and result quality, we compare
to the one previous quantization approach which is robust, i.e.
IGM [Bommes et al. 2013b].

IGM makes use of a generic branch-and-bound based mixed inte-
ger solver like CPLEX or Gurobi (we use the latter). Such solvers
allow for the speci�cation of a time limit for optimization, after
which the best solution found so far (if any) is returned. Making
use of this possibility in the context at hand is mandatory, because
waiting for the optimum to be found and con�rmed is often infeasi-
ble (hours, days, . . . ). Note that such time limits can be imposed on
our method, too, because in stage II we always have a valid quanti-
zation to be returned at any time.

In Figure 7 we demonstrate what quality can be expected from both
algorithms after what run time. We only consider the quantization
phase for comparison here, because initial steps like continuous
parametrization, and �nal steps like constrained parametrization,
mesh extraction, mesh optimization, etc., do not differ between both
methods (and depend on mesh complexity rather than singularity
count). In the case of IGM it can take quite long until a �rst valid
solution is found; we indicate the time at which a solution is found
using a “[” in this �gure. Times at which an algorithm �nally ter-
minated are indicated by “]”.

Generally, valid results are obtained very quickly with QGP, even
for complex models with a large numbern of singularities. The
result quality then quickly improves with increasing run time. Ob-
taining similar results with IGM requires allotting a much longer
run time. For complex examples with many integer degrees of free-
dom even after several hours no result, which we could compare to,
can be delivered by IGM.

With this increased performance, the time needed for initial and
�nal parametrization now dominates the overall run time, putting
a bound on the maximum performance improvement that can be
achieved by our method when considering the big picture. It thus
seems desirable that future research be focused on �nding more
ef�cient approaches to these constrained parametrization problems.



Figure 7: Quad meshes extracted from integral parametrizations quantized by our QGP (blue) and IGM (green) [Bommes et al. 2013b]. Run
times are speci�ed next to the models. “[” indicates a time where the �rst valid result is found. “]” indicates a time where the algorithm
terminates, delivering the (greedy) optimum. A green cross means IGM could not produce any result even after 3 hours of run time.



9 Generalization

So far we considered smooth surfaces without boundary. In the
following we extend the described algorithms to handle surfaces
with boundary, and piecewise smooth surfaces with feature curves
– both cases of practical relevance. Most concepts extend quite
easily, but some details must be taken care of.

9.1 Feature Curves

If the surface contains prominent feature curves, it is usually ex-
pected from a quantized parametrization to align integer isolines
to these curves. To this end one can add constraints to the initial
and �nal parametrization problem, forcing all the vertices along a
curve to have a commonu- or v-parameter (subject to transitions)
[Bommes et al. 2009]. We need to make sure that the quantization
does not contradict these constraints by forcing two singularities on
a common feature curve to have differentu- andv-parameters. To
this end one lets the motorcycles �rst trace out the feature curves.
If there is a feature curve not containing any singularity, virtual
(valence 4) singularities are added on the end points to emit mo-
torcycles. Only after this the remaining motorcycles are traced. In
this way all feature curves are present inT as edges, avoiding any
contradictions.

Note that the fact that singularities (or virtual singularities) lie on
the feature curve already implies that its corresponding isoline will
be integral. What, however, needs to be taken care of additionally,
is that a feature edge and a singularity not on the feature edge must
not collapse in parameter space – analogous to two singularities that
must not have zero distance. This is easily integrated into the valid-
ity check (cf. Section 5.2): invalidity is not only reported when an-
other singularity node is reached with zero distance, but also when
any point on a feature edge is reached with zero distance. Figure 8
shows an example model with numerous feature curves handled in
this way.

9.2 Boundaries

When the surface has boundaries, they can be taken into account
as feature curves as described above. In this way parametrization
and motorcycle graph are aligned with the boundary. Then, the
only modi�cation that needs to be made to our quantization algo-
rithm is due to the following difference: in addition to generating
vectors which correspond to cycles in the graphD , there will be
generating vectors which correspond to paths inD which run from
a node without any incoming arc to a node without any outgoing
arc (i.e. boundary nodes, onT-edges along the boundary, which
are adjacent to only one cell). These can easily be included in our
algorithm described in Section 6.2 by performing abidirectional
Dijkstra-type algorithm (one search with, one against the arc di-
rections) until both fronts hit each other (forming a cycle) or hit
boundary nodes (forming a path). Figure 8 shows example quad
meshes of models with boundary generated in this manner.

In the (practically less relevant) problem setting without alignment
to the boundaries, additional precaution would have to be taken:
while on a surface without boundary, or with aligned boundary, the
motorcycle graph is guaranteed to be connected (and, because each
cell is of disc topology, the cell decomposition that the graph de-
scribes even homotopy equivalent to the underlying surface [Epp-
stein et al. 2008]), this does not generally hold when unaligned
boundaries are present. Additional isoline segments may then be
added as edges toT so as to remedy this. We leave to future work
determining the simplest or most ef�cient way of selecting these
additional edges for use cases that require unaligned parametriza-
tions.

Figure 8: Quad meshes from integral parametrizations with align-
ment to feature curves and boundaries (red). By construction the
depicted motorcycle graphs (black) include all feature and bound-
ary curves. Notice how, when aiming for coarser quantizations, the
quads remain small where necessary to prevent interior singulari-
ties and features or boundaries from collapsing parametrically.

10 Discussion & Future Work

As laid out in Section 5, the use of T-mesh based differential pa-
rameters is the key to our algorithm's ef�ciency. This choice of
oriented graph structure, just like the oriented spacer constraints of
Bommes et al. [2013b], excludes certain quantizations – intuitively
those where close singularities change their relative order in param-
eter space compared to the non-quantized parametrization. Note
that, while the spacer constraints already predetermine in which di-
rection (u or v) close singularities are separated in parameter space,
in our setting this is still open, providing additional �exibility.

We use a greedy strategy in order to yield a polynomial time ap-
proximation algorithm for an NP-hard problem. This choice was
made because the exponential worst case complexity of the robust
previous approach [Bommes et al. 2013b] can be a signi�cant ob-
stacle in practical applications. As demonstrated in Section 8 the
performance of the algorithm in terms of run time and result qual-
ity provides clear practical advantages. Nevertheless, it could be
of interest to investigate ways to explore the space of generating
vectors and quantizations in a non-greedy fashion in future work,
perhaps even to provably optimal results.

In a somewhat different problem setting, actually not making sure
that singularities are separated in parameter space, but merging
them on the surface when the quantization forces them to collapse
in parameter space, can be a strategy of interest. A number of non-
trivial issues would have to be addressed for this. For instance, cer-
tain singularities cannot technically be merged, because they would



result in a singularity of an index too low or too high to be repre-
sentable in a linear parametrization or to be valid for meshing pur-
poses. Furthermore, depending on the application no or not every
change to the singularity layout may be admissible.

10.1 Interval Assignment

The subproblem of assigning non-negative integers to the edges of a
T-mesh in a consistent manner is related to the so-called structured
interval assignment problem, a classical problem in mesh genera-
tion [Tam and Armstrong 1993; Mitchell 2000]. There is a fun-
damental difference, though: in this interval assignment problem
positive intervals are required, while we need non-negative integers
(subject to validity constraints), and this possibility of zero-edges
is essential for the result quality (e.g. in Figure 5 left, in the �nal
result after stage II 99 of the 432 edges of the underlying T-mesh
are zero-edges, while the intermediate result of stage I has no zero-
edges). Approaches to positive interval assignment described in the
literature are thus not applicable to our problem.

Applying our quantization algorithm from Section 6 to the interval
assignment problem, however, is possible with a simple change:
forbid the subtraction of a generating vector if it would decrease the
parametric length of any edge below 1 (and settingw� (e) = 1 if
x(e) = 1 ). We make no claim about the relative performance for
this use case here though, as it is out of the scope of this paper. The
adapted algorithm could, however, be a relatively lightweight robust
alternative to non-robust algorithms (not guaranteeing positivity)
that are sometimes applied in the Computer Graphics �eld in this
context [Tong et al. 2006; Bommes et al. 2008].

Finally, we note that a quad layout is a special case of a T-mesh
(no T-junctions). In this case, any non-determinism vanishes from
the generating vector construction. Each edge is affected by only
one generating vector, i.e. these vectors (corresponding to the quad
layout's dual cycles) are orthogonal. Hence, coef�cients are effec-
tively chosen individually per cycle of quads, no interdependencies
need to be considered, and processing order does not matter.

11 Conclusion

We analyzed the complications involved in transitioning from
seamless to integral global parametrizations, which are essential,
for instance, in the �eld of mesh generation. This process of quanti-
zation comes with a number of combinatorial and topological issues
which need to be addressed for robustness reasons. We showed that
by formulating the problem in alternative degrees of freedom based
on a convex decomposition of the parameter space, it is possible
to derive a relatively simple algorithm which performs the quan-
tization ef�ciently. It is based on navigating in the solution space
of a system of consistency conditions while strictly avoiding con-
�gurations leading to infeasibility of the quantized parametrization
problem. The quantizations generated are thus guaranteed to induce
correct integral parametrizations, and we demonstrated the advan-
tages over previous approaches.
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A Appendix

A.1 Non-Trivial Solution

As every node of graphD (cf. Section 6.2) has an outgoing arc,D
contains an in�nite path. As the set of arcs is �nite it must be cyclic,
i.e. there is at least one circuit inD , thus a non-trivial generating
vector, providing a non-trivial solution to (5).

A.2 Positive Solution

Let L be the set of the parametric lengthsl i > 0 of all graph
edges, measured in the underlying parametrization. Assume the
parametrization is represented by rational numbers, i.e.(u; v) 2
Q � Q (which holds trivially in any numerical implementation).
Then every separatrix has a rational parametric position, and, as all
edges are isolines (i.e. axis-aligned in parameter space) and start
and end at separatrices,l i is simply the difference of rational num-
bers. Therefore the lowest common denominatorq of L exists and
scaling the parametrization byq results in a set of positive integral
edge lengths, providing a positive solution to (5).

Note that this speci�c solution is mainly of theoretical interest – the
edge lengths can be very large integers.


